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Ozet: Modern uygulamali matematigin temel ve nihai amaci disiplinler arasi isbirligini tesvik ederek
matematik ve matematik uygulamalarinin biyoloji, kimya, mihendislik, yer bilimleri, néro-bilim, fizik,
finans ve diger birgok bilim ve mihendislik dallari ile olan baglarini ortaya ¢ikarmaktir. Modern uygu-
lamali matematik alanindaki son gelismeler, pek ¢ok etkinin dogrusal olmayan davranis sergiledigi
gercek yasama ve dogal olaya ait problem ve olgunun daha iyi anlasiimasi ve modellenmesine yne-
lik gelecek vaadeden ydntemler sunmaktadir. Bu ¢alismada amacimiz, yukarida bahsedilen temeller
cercevesinde, son zamanlarda gelistirilen, istatistiksel 6grenme, ters problemler ve gcok amagl op-
timizasyon teorilerinden kaynagini alan ve parametrik olmayan bir regresyon ve siniflandirma araci
olan konik ¢ok degiskenli uyarlanabilir regresyon egrileri ve tlrevlerinin ¢cok farkh alanlardaki basarili
uygulamalarinin tanitiimasidir.

Anahtar Sézciikler: Parametrik Olmayan Regresyon Egrileri, Modern Surekli Optimizasyon, MARS,
CMARS.

Recent Applications of Nonparametric Regression Splines in Science, Engineer-
ing and Finance within the Context of Modern Applied Mathematics and Modern
Continuous Optimization

Abstract: The basic and ultimate goal of modern applied mathematics is to explore the connections
between mathematics and its applications in biology, chemistry, engineering, geosciences, physics,
neuroscience, finance and many other branches by fostering interdisciplinary collaboration. Recent
advances in modern applied mathematics offer promising avenues for a better understanding and
modelling of real-life problems and natural phenomena, where many effects often exhibit a nonlinear
behavior. In this study, within the above mentioned context, we aim to represent the wide range of
successful applications of our recently developed nonparametric classification and regression tool
conic multivariate adaptive regression splines and its variations, which originates from statistical
learning, inverse problems and multiobjective optimization theories.
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1. Giris

Ogrenme gorevinin temel amaci, egitim verile-
rini (sonlu sayidan olusan gézlemler) kullanarak
gelecekteki (test) veriler icin bilinmeyen (belir-
leyici-tepki) bir bagimliidi (veya modeli) iyi bir
Ongorl (genelleme) yetenegi ile tahmin etmektir.
Regresyon girdi uzayindan, X, c¢iktl uzayina, Y,
bir esleme 6grenmek olup, tahminleyici olarak
adlandirilan bu esleme, f, nicel ¢iktilar (x=z‘, y=r)
tahmin etmek icin kullanilir. Diger yandan, sini-
flandirmanin temel amaci ise, 6zellikler uzayin-
dan, X, etiket uzayina, Y, bir esleme 6grenmektir.
Bu esleme, f, ise nitel giktilar ( x=r‘, v={01} )
tahmin etmek icin kullanilir ve siniflandirici olarak
adlandinili. Ogrenme gérevinin adlandiriimasi
her ne kadar cikti tlriine bagl olsa da, her ikisi
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de ortak 6zelliklere sahip olup, fonksiyon yak-
lasimi olarak kabul edilebilir [18].

Temel bilimler, mUhendislik, finans, enerji sek-
tori gibi pek cok alanda bagimli (tepki) degisken
ile bagimsiz (belirleyici) degiskenler arasindaki
iliski cogunlukla dogrusal olmayan davranis ser-
giler. Bu nedenle parametrik olmayan regresyon
ve siniflandirma yéntemleri veri madenciligi ve
tahmin teorisinde ¢ok yaygin olarak kullaniimak-
tadir [21].

Parametrik olmayan bir regresyon ve siniflan-
dirma yéntemli olan, ve Friedman [12] tarafindan
gelistirilen “cok degiskenli uyarlanabilir regre-
syon egrileri — multivariate adaptive regression
splines” (MARS) algoritmasi, dogrusal olmayan
ve etkilesimli olaylari otomatik modelleyen



dogrusal modellerin gelismis bir halidir. Hem
siniflandirma hem de regresyonda ¢ok biyUk bir
6neme sahip olan MARS yo6ntemi 6zellikle gok
sayida degiskenin karmasik iligkilerinin model-
lendigi ekonomi, teknoloji ve bilim alanlarinda
basari ile uygulanmaktadir.

MARS ydntemi regresyon modelini olustururken
ileri ve geri adim algoritmasi diye adlandirilan iki
asamall bir algoritma kullanmaktadir. ilk asama-
da en yUksek karmasiklik dizeyine ulasincaya
kadar temel fonksiyon (TF)’lar eklenerek model
yapilandirilir. ilk asamada kullanilan ileri adim
algoritmasiyla elde edilen model istenilenden
daha karmasik bir yapiya sahip oldugundan
dolay ikinci asamada geri adim algoritmasi ile
modeldeki TF’ler sirasiyla elenerek optimum
modele ulasilmaktadir [13].

Siniflandirma ve tahminleme ile ilgili MARS’ta
karsllasilan bazi problemlerin gideriimesi ve
mevcut yontemlerin kullanim kolayhgr ve/veya
etkinliginin artirlmasi yéninde gerceklestiriimis
olan galismalar neticesinde MARS’a alternat-
if olarak “konik ¢ok degiskenli uyarlanabilir re-
gresyon egrileri — conic multivariate adaptive
regression splines” (CMARS) gelistirilmistir [31].
CMARS istatistiksel 6grenme, ters problem-
ler, surekli ve ¢cok amagh optimizasyon teorileri
kullanarak gelistirilmis bir ydntemdir. CMARS
yéntemi MARS algoritmasinin geri dogru adim
asamasini kullanmak yerine, cezall hata kareler
toplamini (PRSS) esas alarak, MARS modelini
bir Tikhonov diizenlestirmesi (TR) [4] problemine
doénustirmekte ve bu problemi i¢ nokta yon-
temi’nin kullanimina imkan veren “konik karesel
programlama — conic quadratic programming”
(CQP) [3] ile cbzmektedir.

Bu galismada MARS, CMARS ve tirevlerinin te-
mel bilim, mihendislik ve finans gibi farkli alan-
lardaki basarili uygulamalarindan érnekler veril-
erek, modern uygulamall matematik ve modern
surekli optimizasyon alanlarinda gelistirilen bu
yontemlerin kazandirdii potansiyelin gelecek-
te nasil kullanilabilecegi konusuna isik tutulaya
cahsiimistir.

Calismanin geri kalani su sekilde dizenlen-
mistir: Bolum 2’de MARS ve CMARS algoritma-
larinin matematik temelleri 6zetlenmistir. MARS,
CMARS ve turevlerinin farkli uygulamalari B&lUm
3’te verilmektedir. Bolim 4’te ise sonugclar veril-
erek, gelecekteki potansiyel calisma olanaklarin-
dan bahsedilmekte ve éneriler sunulmaktadir.

2. MARS ve CMARS Algoritmalari
Regresyon analizi, istatistiksel 6grenmede c¢ok

sayida bagimsiz degiskenin modellendigi ve
analiz edildigi bir ydntemdir. Parametrik olmayan
regresyon analiz turleri olan MARS ve CMARS,
bagimh degisken ve bagimsiz degiskenler
arasinda yatan fonksiyonel iligski hakkinda her-
hangi bir 6zel varsayim yapmaz. Bu bdlimde
MARS ve CMARS algoritmalarn [12, 13, 23, 31]’'a
dayanilarak dzetlenip, aktarilmaktadir.

2.1. MARS Yoéntemi

Degistirilmis yinelemeli bélimleme metodolojis-
ine dayanan MARS algoritmasi “siniflandirma ve
regresyon agaclarn - classification and regres-
sion trees” (CART)’in bir uzantisidir ve her ikisi de
iki simetrik TF’in digim yerinde olusturuldugu
araliklarin bélinmesi islemi agisindan benzerdir.
Bununla birlikte, MARS algoritmasi slrek-
li parcali dogrusal fonksiyonlari kullanilir ve
dogrusal olmaya iligkileri daha etkili modelleye-
bilen surekli bir model olusturur. TF’lerin se¢imi
veriye dayall ve ¢alisilan probleme 6zgt olup, bu
da MARS’| ¢ok boyutlu problemlerin ¢ézimunde
uyarlanabilir bir regresyon teknigi yapmaktadir.
MARS modeli olusturulurken, kismi dogrusal
TF’ler bagimli degiskeni belirlemek icin bagimsiz
degiskenlerin katkisal ve etkilesimli etkilerini dik-
kate alacak sekilde birbirine eklenir.

MARS asagidaki kesik kismi dogrusal baz
fonksiyonlarinin agiimlarini kullanir:

[ja.f 1 - Yer, Iif Rer1,

v l - {D, otherwise,
t-%p if P&,

[r— ﬂ/} - {D, otherwise.

Yukaridaki ifadede, T tek degiskenli dugim nok-
tasi olup ( #rer ), bu iki fonksiyon yansiyan cift
olarak adlandirlir ve ‘+’ simgesi sadece pozitif
parcalarin kullanildigini, aksi halde sifir oldugunu
gosterir. Genel regresyon modelindeki bagimsiz
degiskenler ile bagimli degisken arasindaki iligki
asagidaki ifadeyle tanimlanir:

Y=f(H+e. (1)

Burada Y bagim degiskeni, %= (£626,K %)
bagimsiz degiskenler vektdrini, ise ilave sifir
ortalama ve sonlu varyansa sahip stokastik
bileseni gdstermektedir. MARS’In arkasinda
yatan mantik, p-boyutlu digim noktasina

t, = (%K ,7,) sahip her bagimsiz degisken
(  *(G=12K,p) )icin, 0 model girdisine ait her
bir veri vektérinde yansimali ¢iftler Gretmektir.
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Dolayisiyla, MARS’taki 1-boyutlu TF’ler toplu-
lugu asagidaki sekilde verilmektedir:

C:={[.§:°—r]+, [T_,@jul, rE{xw,xM,K,x__‘.}}, jE{l,Z,K,p}}.

@

Yukarida N toplam g&ézlem sayisini, p girdi
uzayinin boyutunu géstermektedir. ifade (1)’de
yer alan f(X), C kiimesince art arda olusturulan
ve B, kesisim noktall dogrusal bir kombinasyon
olarak asagidaki sekilde ifade edilebilir:

Y=ﬁ[,+iﬁm3m(ﬁf?)+g. o

ifade (3)’'de, Bm C kiimesinden bir TF ya da
iki veya daha fazla TF’in carpimi olup, M adet
dogrusal olarak bagimsiz TF’ler kimesinden
alinmigtir. Burada 2, fonksiyonuna katkida bu-
lunan x’in alt vektorl olup, 8, minci TF’in bilin-
meyen katsayisini veya sabiti temsil etmekte-
dir. Varolan bir TF’i baska bir degiskeni iceren
diger bir yansiyan ciftle carparak, farkli bagimsiz
degiskenler arasindaki etkilesimi tanimlayan yeni
bir TF Uretilerek, hem var olan TF’ler hem de yeni
olusturulan TF’ler modele dahil edilir. Bu yolla
ylUksek boyutlarda egrilerin eklenmesi sagla-
narak asagidaki ifadeyle verilen cok degiskenli
egri TF’leri olusturulur:

Bm(%)Fﬁ[sﬂ (% _rﬂ')

Yukarida verilen ifade (4)’de, minci TF’de carpilan
toplam kesikli dogrusal fonksiyonlarin sayisi Km
ile, minci TF'de yer alan kinci kesikli dogrusal
fonksiyona ait bagimsiz degisken #%; ile, % igin
belirlenen digim noktasi ise 7 ile belirtimekte
olup, son olarak s, € {11}

MARS ydntemi regresyon modelini olustururken
ileri ve geri adim algoritmasi diye adlandirilan iki
asamall bir algoritma kullanmaktadir. ilk asama-
da en yuksek karmasiklik dizeyine ulasincaya
kadar temel fonksiyonlar eklenerek model
yapilandirilir. ilk asamada kullanilan ileri adim
algoritmasiyla elde edilen model istenilenden
daha karmasik bir yapiya sahip oldugundan
dolayi ikinci asamada geri adim algoritmasi ile
modelin tahmin etme yetenegdine katkisi yetersiz
olan TF’ler sirasiyla elenerek optimum modele
ulasiimaktadir.

Yukarida anlatinlar islemler sonucunda elde
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edilen model serilerinden, optimum terim sayisi-
na, @, sahip en iyi tahmin etme performansini
veren model, 7., asagida verilen “genellestiriimis
capraz dog@rulama - generalized cross valida-
tion” (GCV) prensibine dayanilarak bulunur:

RS ACHS o
VD= o@iny

Burada &rnek gbzlem sayisini, Q(@)=u+dK; K il-
eri adimda secilen digim noktasi sayisini, .
modeldeki dogrusal olarak bagimsiz fonksiyon
sayisini,dise her bir TF’in optimize edilme mali-
yetini vermekte olup, genellikle 4 =3 alinmaktadir
(model eklemeli oldugunda d =2 kullanilir).

2.2. CMARS Yoéntemi

Su ana kadar tartisildigi Gzere, MARS iki algor-
timadan olusmaktadir; ileri adim ve geri adim,
ve bu iki algoritma ile iki farkl 6nemli islevi ayni
anda yerine getirmektedir: (i) hem veriye daha iyi
uyan bir model olusturmakta, (i) hem de modeli
muUmkin oldugunca basitlestirmektedir.
CMARS yoénteminde ise, MARS’In geri adim al-
gortimasini kullanmak yerine, ileri adimda elde
edilen M, adet TF’ler alinarak en kiguk kareler
kestirimine ceza terimleri eklenmekte, ve bu yol-
la kestirimin karmasikhidi (dogruluk) ve tutarlihgi
arasindaki édinlesmeye yeni bir yaklasim getir-
iimektedir. MARS’In ileri adim asamasinda elde
edilen PRSS asagida verilmektedir:

PRSS:= g(y‘-f(%))1+.z @, 2 ) J:/ﬁ (6.8, (" )]Zdh”‘.

Jz(ﬁ‘ va:)‘ eV,

©6)
ifade (6)’da,={l-12«.x}minci TF’le ilgili degisken
kiimesini, . =(x.x.x .., minci TF’e katilan degisken-
ler vektdrind, ».=0 ceza parametrelerini, o ise uy-
gun integral alanlarini belirtmektedir. Son olarak,
o= [GIN 6.8, ()= (48, /5" sra%s )(ww) V@ [8]= 8, +8, (8,8, €{01h.
Bu optimizasyon probleminde dogruluk ve kar-
masiklik arasindaki édiinlesme ceza parametrel-
eri (@) yoluyla kurulmakta olup, ayriklastirma
ile cok degiskenli integral [z[ce@)]« | yaklagim
gerceklestirildikten sonra, ifade (6)’daki PRSS
asagidaki sekilde yazilimaktadir:

N+1)m

2 M (

+ ¢Jm erm‘&ri (7)
AL

Burada, y=(n.».x..»,) bagiml degisken vektord,

B(8)-(B(89,B(89).x ,B(B{o])r ise(Nx(M,,, +1))
ise boyutundaki matris, ve son olarak da
normudur.

PRSS—u”_y—B(ﬁ)'ﬂ,

" OKlit




ifade (7)’deki her bir tiirev igin farkli ceza para-
metresi kullanmak yerine, ayni ceza parame-
tresig > 0, @ = ¢’kullanildiginda, PRSS asagidaki
forma déntusmektedir:

PRSS ~ |y~ B(S’}A[ +o|LaL. ®)

Yularidaki ifadede, L diyagonal —((Ma.+1)x(M,..+1))
boyutunda matrisi, A ise veri noktalarinca ke-
stirimi yapilan (.., +1)x1) boyutundaki parametre
vektorinld vermektedir.

ifade (8)'deki TR problemi, bir sirekli, aslin-
da, disblkey optimizasyon teknigi olan CQP
kullanilarak, uygun bir sinirlama élgiitll &= Rile
asagida verilen sekilde ¢ozllebilmektedir:

minimize A,
hA

subject to [B(84-y| <, |L4], sV ()

Bu noktada, 2 igin sinirlama degerlerinin elde
edilebilmesi icin, dikkatli bir 6grenme sureci
takip edilmelidir. Surekli optimizasyon teknikler-
inin modern yontemleri uygulandiginda, CQP
asagidaki temel gdsterimle ifade edilebilir:

minimize ¢’ x,

x

(10)

subject to |

G;-xfgf

N sp,rqu! (1,2,1( ,k).

3. MARS, CMARS ve Tiirevlerinin Uygulama
Alanlan

Bolum 2.1°de ayrintilar verilen MARS yéntemi-
nin, bilim ve mihendislik alanlarinda ¢ok varkli
disiplinler tarafindan gercgeklestiriimis basaril
uygulamalari bulunmaktadir. Deichmann v.d.
[10] tarafindan yapilan finans alanindaki dogru-
dan pazarlama uygulamalarn, Leathwick v.d.
[197’nin gergeklestirdigi ekolojide ¢evre ve tirler-
in dagilimi arasindaki iligkilerin incelenmesi,
Krzyscin v.d. [15]'nin jeofizik alaninda atmosferik
icerik ve dinamiklerin modellenmesi calismasi,
Kuter v.d. [17], [18] tarafindan yapilan uzaktan
algilamada uydu goérunttlerindeki atmosferik et-
kilerin modellenmesi ile, Quirds v.d. [26] ve Kuter
[16]’in cok spektrali uydu gérintulerinin siniflan-
dinimasi, Anakl [2]'nin kalite verilerinin tahmin ve
siniflandirma modellerinin gelistiriimesi ¢alisma-
lari bu uygulamalara 6érnek olarak verilebilir.

Ancak MARS veriye uyum ve modelin kar-
masikligini dengelemede kati bir yaklasim izle-
mektedir. Bolim 2.2°de 6zetlenen CMARS
yaklasimi bu konuda kullaniciya esneklik sagla-
maktadir. CMARS yer alan optimizasyon proble-
mindeki sinirlarin gcok amacli optimizasyon yak-
lasimi [27] kullanilarak belirlenmesiyle cok sayida

alternatif ¢c6zUm elde edilebilmektedir. Bdylece
kullanicinin amacina en uygun ¢6zime ulasil-
mas! hedeflenmektedir [29]. Yapilan galismalar-
da MARS ve CMARS metodlarinin performan-
slar gesitli 6lcttler kullanilarak karsilagtiriimistir.
Karsilastirma sonuglari  CMARS  ¢ézimleri-
nin MARS’a gore bir ¢ok olgit bakimindan
basariminin yiksek oldugunu gdstermistir [31,
33].

Weber v.d. [31] ve Yerlikaya-Ozkurt [33] tarafin-
dan yapilan dretimde kalite kontrolline ydnelik
veri madenciligi calismalari, Ozmen v.d. [22]’'nin
yagis verisinin modellenmesi, Alp v.d. [1] ve We-
ber v.d. [32]’in kredi temerriit olasiliklarinin tah-
minine yonelik calismalari, Yilmaz v.d. [35]'ce
yapilan dogal gaz talebinin tahmini, Taylan v.d.
[28] ile Taylan ve Weber [30]'in finans, ekonomi
ve cevresel sureclerle ilgili calismalari, Yer-
likaya-Ozkurt v.d. [34]’nin yer hareketlerinin tah-
minine yonelik alternatif modelleme ve Kuter v.d.
[177nin yapmis oldugu uydu goériintileri Uze-
rindeki atmosferik etkilerin gideriimesine yonelik
calismalar CMARS uygulamalarina érnek olarak
verilebilir.

CMARS’ta MARS’In ileri adim algoritmasin-
da en yuksek karmasiklik dizeyinde olusturu-
lan model kullanildigindan, CMARS c¢ok sayida
degisken kullaniimasindan kaynaklanan bir kar-
masikliga sahiptir. Bu karmasikligi azaltmak icin
genellestiriimis kismi dogrusal modeller (GPLMs)
[20] analiz edilmis [9, 14] ve sUrekli bir regresyon
modeli CMARS ile kesikli bir regresyon modeli
lojistik regresyon’un katkilari kullanilarak kon-
ik genellestiriimis kismi dogrusal model (CG-
PLM) gelistirilmistir [32]. Bu ydéntem bagimsiz
degiskenleri iki kisma ayirarak, klasik dogrusal
modellerle dogrusal olmayan modelleri ekleme-
li olarak birlestirip CMARS algoritmasinda gok
sayida degisken kullaniimasindan kaynaklanan
karmasikhgin azalmasini saglamistir.

MARS ve CMARS yontemleri bagimsiz degisken-
lerin sabit oldugunu varsaymaktadir  fakat
gercek yasam verilerinin timunde, yani hem gir-
di hem de cikti degiskenlerinde, belirsizlik bulun-
maktadir. Buna ek olarak, veriler optimal deney
tasariminin igindeki cesitliliklerden kaynaklanan
kiicik degisimlere de maruz kalabilirler. TUm
bunlar amac¢ fonksiyonu ve olasi kisitlarda da
belirsizliklere neden olabilmektedir. Bu nedenler
sonucunda optimizasyon probleminin ¢ézimleri
problem degiskenlerindeki belirsizliklere karsi
kayda deger bir duyarllik godsterebilmektedir.
Bu zorlugu asabilmek icin CMARS modeli ve
algoritmasi, verilerdeki belirsizlikleri ele alacak
sekilde yeniden yapilandiriimig; ¢ok duzlemli ve
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elipsoidal belirsizlik kimeleri esas alinarak Ben-
Tal ve Nemirovski [5-7] ile EI Ghaoui ve Lebret
[11] tarafindan gelistiriimis saglam optimizasyon
yontemi kullanilarak saglamlastinimistir [21, 24].
Saglam optimizasyon, verileri belirsiz (rasgele)
olan ve aykin gozlemler disindakilerin sadece
bazi belirsizlik kimeleri icerisinde tanimh old-
ugu optimizasyon problemlerini ele alan bir
yontemidir [8]. Bu yontemle verilerin belirsizlik
icermesi durumunda tahmin varyansi kagultdlm-
eye calisiimaktadir. Bilgisayar hesaplamalarinda
saglamlastinlan CMARS modelimizin daha ba-
sit bir sekline gerek duyuldugundan “zayif bir
saglamlastirma” kavrami da olusturulmustur.
Boylece hem saglam CMARS (RCMARS) hem
de bunun degistiriimis hali olan zayif saglam
CMARS (WRCMARS)'In teorik olarak gelistir-
ilmesi aciklanip, yéntem tanitiimis ve ydntemin
duyarlihgr arastinlmistir [24, 25]. Bu calismalar-
da, verilerde varolan belirsizliklerin lstesinden
gelebilmek amaci ile saglam ve zayif saglam
olarak isimlendirilen kombinatoriyel yaklasim
kullanilarak CMARS saglamlastiriimistir. Bu yak-
lasimla parametrelerin tahmin varyanslarinin
indirgendigi yapilan similasyon calismasi sonu-
cunda gozlemlenmistir [21].

4. Sonug ve Oneriler

Parametre disi ve etkilesime sahip ¢ok degisken-
li davraniglarin siklikla hakim oldugu gercek
yasam ve dogadaki slre¢ ve olgularin modellen-
mesinde ¢ok boyutlulugun getirdigi dezavanta-
jlar cogu zaman baskin gelebilmektedir. Baska
bir deyisle, bu tur veriler Gzerinde ylksek dere-
celi polinomlar kullanarak galismak zordur. Diger
taraftan, regresyon egrilerini kullanmak bize her
boyutta polinom parcalarinin derecelerini old-
ukga disuk tutma imkani saglamaktadir. Regre-
syon egrileri aslinda ¢ok boyutlu karmasik veri
yapilarina yaklasmak icin oldukgca “esnek” tir.
Ayrik veriye “yumusak” bir sekilde yaklasimda
bulunduklarindan dolayi, genellikle “yumusatma
egrileri” olarak da adlandirlirlar.

CMARS’ta kullandigimiz egriler ise, birinci ve
Ozellikle ikinci dereceden kare tlrevlerinin (diger
bir deyisle, karmasikliklarinin) integrallerinin
cezalandirlarak salinimlarinin  kontrol altinda
tutulmasindan dolayr daha da “yumusaktir”.
Daha sonrasinda, bu integraller ayriklastirilarak
TR programi elede edilmekte ve CQP bigiminde
sunulmaktadir.

Su ana kadar yapmis oldugumuz ve Bolim 3’te
6zetlemis oldugumuz calismalarimiz, CMARS ve
tdrevlerinin bilim ve mihendisligin ¢ok farkli dal-
larinda alternatif bir regresyon ve siniflandirma
aracl olarak kullanilabilecegini gdstermektedir.
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Modern uygulamali matematik ve modern strek-
li optimizasyon alanlarindaki bilimsel ilerlemelere
ait dinamik slireclerin diger bilim ve mihendis-
lik alanlariyla entegre bir sekilde kullaniimasi hi¢
suphesiz karmasik verilerin i¢csel yapilarini daha
iyi anlayabilmemiz ve daha iyi modeller olustara-
bilmemizde énemli rol oynayacaktir.
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